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Abstract
Large language models (LLMs) are known to hallucinate, producing
natural language outputs that are not grounded in the input, refer-
ence materials, or real-world knowledge. In enterprise applications
where AI features support business decisions, such hallucinations
can be particularly detrimental. LLMs that analyze and summa-
rize contact center conversations introduce a unique set of chal-
lenges for factuality evaluation, because ground-truth labels often
do not exist for analytical interpretations about sentiments cap-
tured in the conversation and root causes of the business problems.
To remedy this, we first introduce a 3D—Decompose, Decou-
ple, Detach—paradigm in the human annotation guideline and the
LLM-judges’ prompt to ground the factuality labels in linguistically-
informed evaluation criteria. We then introduce FECT, a novel
benchmark dataset for Factuality Evaluation of Interpretive AI-
Generated Claims in Contact Center Conversation Transcripts,
labeled under our 3D paradigm. Lastly, we report our findings from
aligning LLM-judges on the 3D paradigm. Overall, our findings con-
tribute a new approach for automatically evaluating the factuality
of outputs generated by an AI system for analyzing contact center
conversations.

CCS Concepts
• Computing methodologies→ Natural language generation;
Model verification and validation.
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1 Introduction
It remains a significant challenge to evaluate the truthfulness of out-
puts generated by large language models (LLMs) and LLM-based
AI agents [18, 39]. The most direct way of detecting LLMs’ hal-
lucinations is to have humans manually evaluate (“judge”) every
LLM-generated response; however, this is a very labor intensive pro-
cess, which prohibits scaling to large datasets, or rapidly iterating
on the AI system’s quality. A direction that has been explored is the
development of automated systems that leverage LLMs themselves—
an approach commonly referred to as “LLM-as-a-Judge” or “LLM-
Judge” [7, 8, 15, 18, 43]. This is a promising direction to take, yet
we observed challenges with our domain-specific evaluation tasks,
namely that some evaluation materials are inherently ambiguous in
the factuality dimension, making it challenging to establish ground-
truth factuality labels.

Our factuality evaluation task originates from an enterprise AI
feature developed to perform business analysis tasks—Cresta’s ai
analyst (see the right panel in Figure 1).1 Developed by the authors,
AI Analyst leverages LLMs to respond to enterprise users’ research
questions about their contact center conversations. The input to
AI Analyst is a user-provided analysis task that seeks insightful

1All conversations presented as examples in this paper are synthetically generated to re-
produce patterns of original conversations while adhering to Cresta’s data governance
policy.
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Factuality evaluation with fact-checking from HaluEval [16]

Who administers the federal law that the California Healthy Families Program implements?

The United States Department of Health 
and Human Services [administers it]

📌Reference material with explicit evidence 

The California Healthy Families Program (HFP) is the California implementation of the 
federal Children's Health Insurance Program (CHIP) that provides low cost insurance 
offering health, dental, and vision coverage to children who do not have insurance today and do 
not qualify for no-cost Medi-Cal. The Children's Health Insurance Program (CHIP) – formerly 
known as the State Children's Health Insurance Program (SCHIP) – is a program 
administered by the United States Department of Health and Human Services that 
provides matching funds to states for health insurance to families with children.

🙋LLM input: Knowledge question

🤖LLM output: Factual answer ✅ 🤖LLM output: Non-factual answer ❌

The federal law is self-administered.

Our factuality evaluation task from the AI Analyst

Why did the customer choose the plan?

The customer chose the plan for specific 
dentist coverage.

🧐Reference material without explicit evidence: Contact center conversations

[...] Customer: I also wanted to ask about changing to a different dental plan.
Agent: I can help with that. Are you interested in switching to the VivaCare Plus Dental plan?
Customer: Yes, there's a specific dentist we want to use.
Agent: To change the dental plan, your husband will need to sign up for the VivaCare Plus 
Dental plan. I can assist you with this over the phone.
Customer: Let's go ahead and make the change now. [...] 

🙋LLM input: Analysis task

🤖LLM output: Claim 1 🤖LLM output: Claim 2

The customer chose the plan because the 
agent could assist over the phone.

Figure 1: Most factuality evaluation tasks require fact-checking evidence, as shown on the left [16]. In contrast, our evaluation
task on the right requires comprehensive consideration of the conversation context which does not present explicit evidence.
Claim 2 is not found in our benchmark, because it is presented solely for the purpose of illustrating a non-factual claim to
contrast with Claim 1. For the benchmark, we generated only one claim per conversation which may or may not be considered
factual by human evaluators. See Figure 6 for an example of a non-factual claim found in our benchmark dataset.

information from these conversations; for example,Why did the cus-
tomer choose the plan? asked about selected healthcare-enterprise
conversations. Leveraging LLMs, AI Analyst analyzes sampled con-
versations and generates a single analysis report as output. This
report contains LLM-generated claims, which are single-sentence
summaries of the conversations referenced for the analysis task.
For instance, a claim The customer chose the plan for specific dentist
coverage can be the response to the analysis task aforementioned.
In other words, enterprise users of our AI Analyst often request
analysis tasks that require deep research, and our LLM-generated
claims are often neither verbatim nor near-verbatim copies of the
conversation; most claims are analytical interpretations made about
the conversation. Thus, in the context of our AI Analyst, the fac-
tuality evaluation task is to confirm that the claim—an analytical
interpretation of the conversation made in response to the analysis
task—is grounded in the referenced conversation.2

There has been substantial effort to detect hallucinationsmade by
LLMs [6, 13, 16, 17, 19, 35, 37]. However, this body of work focuses
on evaluating the truthfulness of LLM outputs by straightforward
fact-checking illustrated in the left panel of Figure 1. Reference
materials often contain explicit evidence for LLMs to extract in-
formation from, and an evaluator’s task is to confirm whether the
explicit evidence verifies the LLM output or not. In contrast, most
contact center conversations do not contain explicit evidence to
verify the LLM-generated claims. For instance, Claim 1 in Figure 1
The customer chose the plan for specific dentist coverage can be veri-
fied only when an evaluator considers the context of the customer’s
message Let’s go ahead and make the change now regarding the
VivaCare Plus Dental plan and the affirmative message Yes, there’s a
specific dentist we want to use. In addition, the evaluator is required
to judge whether the link between customer’s messages and the

2Our definition of factuality only takes into account the claim and the referenced
conversation and does not include evaluating whether the claim adequately satisfies
the analysis task. The latter is an orthogonal requirement outside the scope of this
work.

conversational context verifies the relation stated in Claim 1, that
is, the customer chose the plan specifically for the specific dentist
coverage. Thus, the factuality evaluation of such claims involves
evaluating the factuality of subjective analytical interpretations
made about the conversation, which cannot be done by straight-
forward fact-checking. This nature of our AI Analyst therefore
introduces a challenge seldom presented in existing hallucination
detection tasks.

Another challenge in our factuality evaluation task is that our
LLM-generated claims about analytical interpretations of the con-
versation often do not yield a ground truth label of factuality. Many
evaluation tasks are inherently ambiguous [5, 12, 32, 33, 42]; our
tasks exhibit similar ambiguity due to the analytical nature of
the claims. To our knowledge, these challenges—factuality eval-
uations of analytical interpretations and ambiguities in ground
truth factuality—have not been addressed directly in the context
of contact center conversations. The most related works in this
type of factuality evaluation are studies that assess the factuality of
dialog summarization [1, 36, 38] and the “extreme summarization”
dataset of news articles [22, 37]. It is essential to address these chal-
lenges within the context of contact center interactions, which are
characterized by distinctive features such as the use of industry-
specific terminology, agent hand-offs, and the growing integration
of human and AI agents.

To address this gap, we propose a methodology using LLM-
judges to detect non-factual analytical claims, illustrated in Figure
2. Beginning with Phase 1, we first sampled pairs of conversation
and claim and had human experts label the factuality of the claims.
Unlike previous approaches in LLM-judge development, where
granular evaluation steps only become a focus during the stage
of LLM prompt iterations [21, 35], we applied granular evalua-
tion steps starting from the stage of human annotation (3D steps
guideline; see Section 2.2). After the factuality labeling, we identi-
fied claims for which human annotators can reach consensus on
factuality, as well as those where agreement will lack due to the
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📑Sampled 
pairs of 

conversation 
and claim

👥Human 
annotation 

for factuality

Left out

🏷Labeled 
dataset

⚖LLMs as 
judges

Pairs without 
ambiguous 
factuality

Pairs with 
ambiguous 
factuality

Phase 1. Align annotators’ judgments 
with the 3D paradigm guideline

Phase 2. Align LLM-judges with 
the 3D paradigm prompt

👥Identify 
pairs with 
ambiguous 
factuality

Figure 2: Overview of our methodology to develop a reliable LLM-judge for factuality evaluations. We start with Phase 1 where
we align human annotators’ judgments with the guideline of the 3D paradigm (described in Section 2.2). We then identify tasks
with ambiguous factuality to achieve a dataset with ground-truth labels. In Phase 2, we align LLM-judges with the prompt
following the 3D paradigm.

inherently subjective nature of the judgment. Conversation-claim
pairs which humans could reasonably judge as both factual and
non-factual were deliberately omitted from the dataset, since no
single ground-truth label could be established for them. In Phase 2,
we aligned LLM-judges with the prompt following the 3D paradigm
so that LLM-judges are aligned on the granular evaluation process
employed by human annotators. What sets our approach apart in
developing reliable LLM-judges is the deliberate alignment with a
structured and systematic evaluation paradigm.

Our paper thus makes the following key contributions:

(1) We introduce the 3D—Decompose, Decouple, Detach—paradigm
that grounds human evaluators’ factuality annotations on
linguistically-informed judgments and achieves the inter-
annotator agreement score of 0.82.

(2) We publish FECT, a benchmark dataset for assessing factual-
ity of interpretive claims about contact center conversations,
publicly available on https://github.com/cresta/fect.

(3) We compare the performance of different LLM-judges on
FECT and share the resulting findings. Aligning LLM-judges
on the 3D paradigm can achieve a mean F1 of 0.86 without
fine-tuning or extensive prompt optimizations.

2 FECT dataset with human agreement
2.1 Data collection
An initial dataset was created by sampling 17 analysis tasks submit-
ted to the AI Analyst. These tasks were sampled based on salient
needs that our enterprise customers across different industry verti-
cals valued and requested. For each of the 17 tasks, 30 conversations
were sampled to create LLM-generated claims. In other words, one
claim was created as a summary of one conversation, creating 30
claims per analysis task, 510 in total. Our proprietary dataset will
not be published, adhering to Cresta’s data governance standard.
Thus, we created a synthetic dataset of conversations between ficti-
tious customers and fictitious company contact centers that exhibit
the same properties and challenges as those we observed in real
contact center conversations.

2.2 Human evaluation guideline
From an initial round of unguided factuality labeling, we observed
that different annotators had different understandings of what qual-
ifies as “factual” in evaluating analytical claims. Thus, annotators’
judgments needed to be grounded on a shared systematic evalua-
tion paradigm rather than on each annotator’s own understanding
of factuality. To achieve this, we established the guideline under
the 3D—Decompose, Decouple, Detach—paradigm3 that led an-
notators to ground their factuality labels on linguistically-informed
evaluation criteria (Figure 3). In the beginning of each labeling task,
annotators were first instructed to decompose the claim into mini-
mal informational units. In practice, annotators parsed the sentence
into meaningful phrases or at word boundaries (e.g., The customer
chose the plan for specific dentist coverage → customer, chose, plan,
specific, dentist coverage, for specific dentist coverage, etc.). After the
decomposition of the claim, annotators decoupledwords that have
concrete meanings (e.g., plan) from words that reflect subjective
interpretations of the conversation (e.g., chose ... (specifically) for).

Step 1 of the guideline (see Figure 3) instructed to verify words
of concrete meanings by finding explicit mentions or references of
those words. In practice, those were often nouns and noun phrases
(e.g., customer, plan, dentist, dentist coverage), which are interpreted
with generally-shared meanings across English speakers and most
of the times do not reflect any subjective interpretations in our
claims. Words that reflect subjective interpretations of the conver-
sation were verified with explicit or implicit evidence.

Step 2 of our guideline (see Figure 3) instructed annotators to
verify the words that modify the words with concrete meanings.
In LLM-generated claims, those adjectives often reflect LLM’s own
interpretations of the conversation. Annotators were instructed to
find either explicit or implicit evidence to verify these descriptive
words and phrases as factual. In other words, when the conversation
explicitly contains messages such as “We want to use a specific
dentist” (explicit evidence) or “Wewant to use one particular dentist”
(specific dentist coverage is implied), the factuality of the descriptive
phrase specific could be verified.

33D paradigm is developed based on a linguistics and compositional semantics frame-
work (see [34] for an overview). Specific linguistics concepts utilized in the guideline
include constituency, semantic decomposition, phrase structures, denotation, connota-
tion, constitutionality, compositionality, and form-meaning correspondence.

https://github.com/cresta/fect
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Step 1. Identify content words with concrete meanings in the claim. Verify 
those words by finding explicit mentions or references in the 
conversation.
✔“customer”, “plan”, “dentist”, “dentist coverage”

The customer chose the plan for specific dentist 
coverage.

🤖LLM-generated claim

[...]
Customer: I also wanted to ask about changing to a 
different dental plan.
Agent: I can help with that. Are you interested in 
switching to the VivaCare Plus Dental plan?
Customer: Yes, there's a specific dentist we want to 
use.
Agent: To change the dental plan, your husband will 
need to sign up for the VivaCare Plus Dental plan. I 
can assist you with this over the phone.
Customer: Let's go ahead and make the change now. 
[...]

⚖Steps to verify factuality of the claim🧐Referenced contact center conversation

Step 2. Identify words that describe words with concrete meanings in the 
claim. Verify those with explicit or implicit evidence in the conversation.
✔“specific” dentist coverage 

Step 3. Identify words that reflect subjective interpretations of the 
conversation. Verify those with explicit or implicit evidence in the 
conversation.
✔The customer “chose” the plan.

Step 4. Identify relation between words and phrases. Verify those with 
explicit or implicit evidence in the conversation.
✔The customer chose the plan specifically for the specific dentist coverage.

Decomposed  Decoupled

 Detached

Figure 3: The visualization of our 3D guideline used by human evaluators in annotating the factuality of claims. Annotators
verified information from decomposed claims in Steps 1-3. Decomposed parts of claims are decoupled in Steps 1-3, into parts
with concrete meanings and parts about subjective interpretations of the conversation. In Step 4, annotators verified the relation
between entities, which was detached from their meanings. In this example, information required in Steps 1 through 4 are
verified by the conversation, thus the claim is judged as factual.

Step 3 in our guideline instructed to identify words about sub-
jective interpretations made based on the entire conversation. In
the context of our claims, these words were descriptions of cus-
tomer’s sentiment, attitudes or preferences, and behaviors that
reflect those sentiments, attitudes or preferences. In our example,
such words were satisfaction, confusion or frustration as well as
chose in the claim The customer chose the plan for specific dentist
coverage, indicating customer’s actions reflecting their preferences.
Our annotators were instructed to verify these words by finding
implicit evidence from the conversation. Thus, even when the cus-
tomer’s message does not explicitly state that “I’ll chose the plan,”
annotators found the evidence that implies customer’s choosing,
such as Let’s go ahead and make the change now (in Figure 3) to
verify that the claim is factual.

After verifying the decomposed and decoupled information (Steps
1-3), annotators detached the structure of the claim (thus relation
between words) from the meaning of the claim. That is, Step 4
instructed to verify only the relation between words (who did what
to whom, why and how), ignoring the exact meanings of those
wh-words. The relation was verified by finding explicit or implicit
evidence. In the claim The customer chose the plan for specific dentist
coverage, the relation to verify was the causal relation between cus-
tomer’s choosing the plan and the specific dentist coverage. In the
conversation referenced for the claim in Figure 3, the context that
the customer mentioned “particular dentist” and then proceeding
to change the plan is considered an implied evidence showing that
the relation stated in the claim is factual.

Finally, the claim was labeled as either factual or non-factual: It
was labeled as factual only if all pieces of information being asked
in Steps from 1 to 4 were verified. If any parts of the information
could not be verified, the claimwas labeled as non-factual. Applying
the 3D paradigm to our guideline improved the inter-annotator
agreement score between two annotators from 0.28 (Cohen’s 𝜅

observed from unguided labeling; considered as “fair” agreement)
to 0.58 (considered as “moderate” agreement). Further processes to
improve the agreement score is described in 2.3 and 2.4.

2.3 Identifying ambiguity in human factuality
evaluations

Following the factuality labeling, annotators had multiple sessions
to discuss agreement on the factuality labels. As expected, parts of
claims reflecting subjective interpretations of the conversation (i.e.,
information needed to be verified in Steps 2-4 in our guideline and
Figure 3) were likely to introduce variances across human evalua-
tors. As long as the evidence was implied by the actual messages in
the conversation, human evaluators could reach an agreement on
the claims’ factuality without making subjective assumptions. For
instance, Claim 3 in Figure 4 required the verification of the senti-
ment “satisfaction” and its relation with VividCare Essential Plan.
Human annotators agreed that there is a concrete message That’s
great news!, uttered when they were asked about the coverage of a
certain doctor under the VividCare Essential Plan, clearly implied
the customer’s “satisfaction.”

In contrast, human evaluators showed disagreement when the
conversation did not contain any concrete message to ground im-
plicit evidence so that they were led to use subjective assumptions
to make judgments. In our dataset, claims about (1) sentiment cap-
tured from the conversation and/or (2) relation between entities
identified from the conversation were identified as major categories
introducing ambiguity in factuality labeling. For instance, Claim 4
in Figure 4 doesn’t have any messages where customer’s frustration
is implied. Some evaluators interpreted the customer’s message I’m
concerned because I haven’t received my VividCare Essentials Card
yet, and I’m not sure what the process is to get it as an expression
of a concern, not making any further assumptions. However, other
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Humans agreed Claim 3 is factual.

Agent: Hello! Thank you for calling VividCare 
Advantage. How can I assist you today?
Customer: Hi, I'm Alex Johnson. I'm new to the 
VividCare Essential Plan starting soon, and I 
wanted to check if my doctor is in the network. [...] 
I had to switch plans because my previous one was 
discontinued.
[...]
Agent: Thank you for waiting, Alex. I have 
confirmed that Dr. Emily Carter is indeed in the 
VividCare Essential Plan network.
Customer: That's great news! I was considering 
switching doctors, but now I might not have to.

The customer is satisfied with the VividCare 
Essential Plan.

🤖LLM output: ✅Claim 3 

🧐Referenced conversation

Human evaluators didn’t agree on the factuality of Claim 4 and 5.

[...] Customer: Hi, I'm concerned because I 
haven't received my VividCare Essentials Card yet, 
and I'm not sure what the process is to get it.
Agent: I understand your concern. Let me confirm 
that you're referring to the VividCare Essentials 
Card, which is used for your Everyday Essentials 
Allowance and FreshGrocer Benefit, correct?
Customer: Yes, that's right. I haven't received it, 
and I'm not sure what to do next.
Agent: No worries, I can provide you with the 
contact number for our Dedicated Member Care 
team. They will be able to assist you further with 
your Essentials Card issue.
Customer: Okay, that sounds good. Let me grab a 
pen to write down the number. [...]

The customer was frustrated about not receiving 
the card.

🤖LLM output: Claim 4 (about sentiment)

🧐Referenced conversation 🧐Referenced conversation

[...] 
Agent: Is your new location within our service 
area?
Customer: No, it's not. I checked before, and it's 
outside your coverage area. 
[...]
Customer: Yes, I have. I've enrolled in a plan that 
offers comprehensive coverage similar to VISTA 
Essential Advantage.
Agent: That's great to hear. It sounds like you've 
chosen a plan that meets your needs.
Customer: I'm just worried about any penalties, 
but I'm happy with the coverage of the new plan. 
[...]

The customer chose the plan for comprehensive 
coverage.

🤖LLM output: Claim 5 (about relation)

Figure 4: Claim 3 exemplifies tasks that could achieve human agreement in factuality evaluation, despite the fact that the paired
conversation does not include direct references and the “satisfaction” is implied in highlighted messages. The conversation
referenced for Claim 4 does not include messages that imply “frustration”. The conversation referenced for Claim 5 does
not include messages that imply the relation stated in Claim 5. Thus, verifying Claims 4 about sentiment and Claim 5 about
relation required subjective assumptions and did not yield human agreement on their factuality.

evaluators assumed that the concern could have led to the frus-
tration mentioned in the claim. In other words, verifying Claim 4
introduced room for evaluators to make subjective assumptions to
verify “frustration.”

Claim 5 in Figure 4 states that the root cause of the customer’s
choice was the comprehensive coverage. Some evaluators suggested
that the customer’s message I’m happy with the coverage of the
new plan indicates the causal relation between customer’s choice
and comprehensive coverage, thus labeling the Claim 5 as factual.
Other evaluators suggested that the customer’s moving implied in
the conversation is a more plausible cause of the customer’s plan
choice. In making these two interpretations, human evaluators used
their own subjective assumptions to verify the relation.

2.4 FECT benchmark dataset
Conversation-claim pairs that are identified as inherently ambigu-
ous to evaluate are not desired in a benchmark dataset: Claims
without a ground-truth factuality cannot indicate whether the
LLM-judges’ factuality labels are correct or incorrect. We thus
excluded those ambiguous pairs from our dataset. The final agree-
ment score of 0.82 (considered as “almost perfect” agreement) was
achieved after we excluded ambiguous tasks. After we achieved
the near-perfect agreement, we confirmed that our 3D guideline
and ambiguity identification and reduction process (Phase 1 in
Figure 2) indeed ensured alignment between human evaluators.
The benchmark dataset of synthetic conversations was labeled by
5 human experts in the domains of ML, AI, NLP, and linguistics.
Our resulting benchmark dataset, FECT (Factuality Evaluation of
Interpretive AI-Generated Claims in Contact Center Conversation
Transcripts), consists of 410 pairs (345 factual; 65 non-factual) of

LLM-generated claims deduced from synthetically generated con-
versations (https://github.com/cresta/fect).4 Label distributions in
our dataset are reported in Table 1.

Agreement achieved Agreement not achieved

FECT Sentiment Relation

Factual 345 31 53Non-factual 65

Total 410
Table 1: Distributions of factual and non-factual claims in
our dataset and claims that required assumption-driven judg-
ments for factuality labeling. Our benchmark dataset con-
sists of the boldfaced portion where factuality could be de-
termined based on evidence-driven judgments.

3 Alignment between humans and LLM-Judges
3.1 Experimental setup
The goal of our LLM-judge was to achieve optimal alignment with
human evaluators not only on the final factuality labels but also
on the evaluation paradigm. For this, we optimized the structure
and the formatting of our 3D guideline for OpenAI’s o1 model to
4The distribution of factual and non-factual labels in the the synthetic conversation
dataset is very similar to the onewe observedwhen analyzing real enterprise customers’
use cases. This suggests that LLM-judges developed using the synthetic dataset will
likely translate into improvements in LLM-judges employed in real contact center
applications.

https://github.com/cresta/fect
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Figure 5: Means and 95% CIs of F1s achieved with reasoning models and non-reasoning models and with four prompts. Dashed
horizontal lines indicate the highest F1 of 0.86 achieved with o1 with the 3D_WITH_TTC prompt. Note that our 3D prompt was
optimized for its structure and formatting only with the o1 model, and we didn’t perform extensive prompt iterations with any
of the models.

obtain the 3D prompt (see B.1 and B.2). The prompt optimization
process involved simple formatting edits without any extensive
prompt iterations. In order to test LLM-judges’ intrinsic capability
to align with human evaluators’ factuality labels without additional
explicit reasoning cues, we compared our 3D prompts with BASIC
prompts, which asked to judge the factuality without the granular
3D steps (“Given a conversation and a claim about that conversation,
determine if the claim is factual, i.e., supported by the conversation”
in B.3 and B.4).

In addition to ablating the 3D prompt in the BASIC prompt, we
tested prompts that allowed LLM-judges to generate intermediate
reasoning tokens before generating the final factuality label, thus
leveraging test-time compute (TTC). Test-time compute has been
employed as a common approach to improving an LLM’s accuracy,
especially on tasks that require complex multi-step reasoning. The
approach first emerged in the form of chain-of-thought prompting
[40] and has since become a primary mechanism for improving
LLM performance [41]. Overall, our experiment tested prompts

3D_WITH_TTC and BASIC_WITH_TTC, which instructed the LLM to
generate intermediate outputs before the factuality label; prompts
3D_NO_TTC and BASIC_NO_TTC, which did not require any inter-
mediate outputs to be generated before the factuality label. See
Appendix B for the 4 prompts used in our experiments.

We tested 17 LLMs with the 4 different prompt variants de-
scribed above and the results can be found in Figure 5 (see Table
3 for the exact versions of the LLMs used in the experiment). We
evaluated a representative mix of reasoning and non-reasoning
models and 2 models fine-tuned specifically for hallucination detec-
tions (HallOumi-8B and HallOumi-8B-Classifier). Reasoningmodels
refers to the group of models which generate internal reasoning
tokens before the final output, in addition to the extra tokens explic-
itly elicited by the _WITH_TTC prompt variants. In order to observe
the self-consistency of each model, we ran each model with each
of the 4 prompts 10 times.
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F1 scores (mean ± std)
Model Name BASIC_ NO_ TTC BASIC_ WITH_ TTC 3D_ NO_ TTC 3D_ WITH_ TTC

claude-sonnet-3.5 0.70 ± 0.01 0.69 ± 0.01 0.73 ± 0.01 0.75 ± 0.01
claude-sonnet-3.7 0.82 ± 0.01 0.83 ± 0.01 0.77 ± 0.02 0.73 ± 0.02
claude-sonnet-4 0.83 ± 0.01 0.82 ± 0.01 0.80 ± 0.01 0.76 ± 0.02
deepseek-r1 0.80 ± 0.02 0.81 ± 0.02 0.80 ± 0.01 0.81 ± 0.01
gemini-2.5-flash 0.83 ± 0.02 0.82 ± 0.01 0.82 ± 0.02 0.80 ± 0.02
gemini-2.5-pro 0.83 ± 0.02 0.83 ± 0.02 0.79 ± 0.02 0.81 ± 0.02
gpt-4.1 0.78 ± 0.01 0.81 ± 0.01 0.83 ± 0.01 0.85 ± 0.02
gpt-4.1-mini 0.59 ± 0.01 0.58 ± 0.03 0.71 ± 0.01 0.69 ± 0.01
gpt-4.1-nano 0.42 ± 0.01 0.29 ± 0.03 0.50 ± 0.02 0.31 ± 0.04
gpt-4o 0.76 ± 0.01 0.76 ± 0.01 0.80 ± 0.02 0.84 ± 0.01
gpt-4o-mini 0.53 ± 0.02 0.61 ± 0.02 0.58 ± 0.01 0.56 ± 0.03
llama4-maverick 0.71 ± 0.01 0.70 ± 0.01 0.67 ± 0.00 0.67 ± 0.03
o1 0.80 ± 0.01 0.80 ± 0.02 0.85 ± 0.01 0.86 ± 0.02
o3 0.81 ± 0.02 0.82 ± 0.02 0.82 ± 0.01 0.82 ± 0.02
o4-mini 0.79 ± 0.02 0.81 ± 0.02 0.83 ± 0.02 0.81 ± 0.02
HallOumi-8B – 0.60 ± 0.00 – –
HallOumi-8B-Clf 0.43 ± 0.00 – – –

Table 2: Mean and standard deviation of F1 scores across 17 models under 4 prompting modes. Boldfaced scores indicate the
best mean (with the lowest standard deviation in case of a tie) within each prompt mode.

3.2 Results
F1 scores on the task of detecting non-factual claims in FECT are
reported in Figure 5 (see precision scores in Figure 7 and recall
scores in Figure 8). Numeric scores can be found in Table 2, 4 and 5.
In all tables and figures, we report the mean and 95% confidence
intervals (CIs) of scores obtained from each model per each prompt
mode (𝐶𝐼95% = 𝑡0.025, 𝑑 𝑓 =9 × 𝑠√

𝑛
= 2.262× 𝑠√

10
, 𝑠 = sample standard

deviation of F1/Precision/Recall, 𝑛 = 10 runs, 𝑑 𝑓 = 𝑛 − 1).
Overall, reasoning models performed better with all 4 types of

prompts compared to non-reasoning models (Figure 5). OpenAI’s
o1 model showed the best score with the 3D_WITH_TTC prompt.
This was expected, because our prompt iterations were performed
to optimize o1’s performance. Looking into reasoning models’ re-
sults first (the top row in Figure 5), Deepseek-r1 and o3 showed
balanced scores across different prompts, while yielding slightly
higher scores with WITH_TTC prompts. This indicates that these
models can consistently align with humans on reasoning tasks
even without explicit reasoning cues provided in the prompt, while
marginal improvement can be expected with the additional test-
time compute step. Two Claude-Sonnet models and two Gemini
models resulted in better scores with BASIC prompts. We address
this result in the discussion section.

Non-reasoningmodels weremore sensitive to the different prompt-
ing techniques, with 3D prompts improving most models’ alignment
on the multi-step evaluation task. Comparing scores from NO_TTC
prompts, all models except Llama4-Maverick showed higher scores
with the 3D prompts than with the BASIC prompts. In the case of
frontier models, such as Claude-Sonnet-3.5, GPT-4.1, and GPT-4o,
adding test-time compute additionally boosted the models’ perfor-
mance, bringing the OpenAI non-reasoning models GPT-4.1 and
GPT-4o almost on par with the best reasoning models. This result
indicates that when explicit reasoning cues are combined with the

test-time compute, non-reasoning models have the capability to
align with humans’ judgments, to a similar extent as reasoning
models do.

Interestingly, and somewhat counterintuitively, smaller models—
GPT-4.1-mini and GPT-4.1-nano (intended to approximate GPT-
4.1) and GPT-4o-mini (intended to approximate GPT-4o)—showed
markedly worse performance when test-time compute was added.
This is especially apparent with the smallest of these models—GPT-
4.1-nano—and more common with the 3D prompt than with the
BASIC prompt. We hypothesize that this is because the smaller mod-
els do not have enough capacity to perform the complex reasoning
required by the task, so giving them the capacity to perform this
reasoning not only does not improve, but can even greatly hurt per-
formance. The key takeaway from this observation is that adding
test-time compute does not automatically boost performance and
can actually degrade it in the case in which the task involves com-
plex reasoning and the model used is small.

Lastly, HallOumi-8B models which are fine-tuned specifically
for hallucination detection achieved comparable scores to much
larger models. HallOumi-8B (a generative model; comparing its
score with other BASIC_WITH_TTC scores) showed similar scores to
GPT-4.1-mini and GPT-4o-mini. HallOumi-8B-Classifier (a classi-
fier model; comparing its score with other BASIC_NO_TTC scores)
showed comparable scores to GPT-4.1-nano. This result confirms
the contributions of fine-tuning reported by the developers of the
models [14].

4 Discussion and Future Work
We discussed that human alignment in benchmark labeling can be
ensured by breaking down evaluation tasks into granular steps and
by grounding judgments of each step to linguistically-informed con-
cepts. When the ambiguity can be removed from evaluation tasks,
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reasoning LLMs show good alignment with the human-labeled
benchmark without extensive prompt iterations or further fine-
tuning. When the human evaluation process can be broken down
into granular steps (as in our 3D prompt), frontier non-reasoning
models with test-time compute can reach a similar level of align-
ment as reasoning models. It is our future work to optimize the
alignment among humans and between humans and LLM-judges
on ambiguous tasks, which were left out from our benchmark (c.f.,
Subsection 2.3 and Table 1).

Among the models we tested, o1 with the 3D_WITH_TTC prompt
yielded the highest F1 score (0.86). Other reasoning models, such
as Claude-Sonnet, Gemini, or Deepseek-r1 yielded comparable F1
scores to o1 with BASIC prompts (0.80–0.83), but did not benefit
from the 3D prompts as o1 did. The boost in o1’s F1 scores after
switching from BASIC to 3D prompts is primarily driven by striking
a better balance between precision and recall. Since we performed
prompt iterations only with the o1 model, it is possible that the
other reasoning models’ performances can likewise be improved
by optimizing the prompts for those models. It is our future work
to investigate optimizations of our 3D prompt with different types
of reasoning models other than o1.

5 Conclusion
As AI systems are used for tasks that require human-level intelli-
gence, evaluating their output will also require human-level intelli-
gence. In this paper, we presented a method to automate evaluations
that involve judging the factuality of analytical interpretations
about contact center conversations. Our evaluation tasks could
not be done by extracting information from reference materials—
instead, implicit understanding of the conversation was needed to
evaluate the factuality of analysis made about the conversation. To
establish the ground-truth labels for the factuality of the analytical
claims, we first identified a human evaluation process that could en-
sure alignment between human evaluators. The second phase was
to utilize this evaluation process in the LLM-judges’ prompt. Based
on our experimental results, we conclude that utilizing reasoning
models results in good LLM-judge performances without further
prompt iterations or fine-tuning, while using non-reasoning mod-
els with the explicit instructions and additional test-time compute
offered comparable performances. We believe that our emphasis
on achieving alignment between humans as a starting point for the
development of an automatic evaluation system can contribute to
the evaluation of LLMs and AI systems.
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A Hallucination example

?: What did the customer say about Saver Fare?

🤖: The customer said changes are not allowed 
with Saver Fare.

[...]

Customer: I need to change my flight.

Agent: Changes are not allowed with the Saver 
Fare class. However, you can cancel for a fee 
and receive additional benefits. Would you like 
more information?

[...]

Agent: Thank you. The Saver Fare class you 
booked does not allow changes. I can check the 
cost of upgrading to a Flex Fare for more 
flexibility.

[...]

What did the customer call about?

The customer called about the management system.

Agent: Thank you for calling CareConnect Advantage. You have reached our 
management system during normal business hours. If you believe you have been 
contacted in error, please leave a message after the tone or call back at a later 
time. For immediate assistance, please visit our website or use our mobile app. 
Thank you for choosing CareConnect Advantage.

🙋LLM input: Analysis task 

🧐Reference material: Contact center conversation

🤖LLM output: Non-factual claim ❌

Figure 6: An example of a typical LLMhallucination observed
when automatically analyzing contact center conversations
using LLMs. In this example, the LLM is asked “What did the
customer call about?” in the conversation only contained a
voicemail. The LLM wrongly responded that The customer
called about the management system, presumably because
such voicemail conversations—common in contact center
scenarios—are out of distribution of many LLMs’ training
data.

B Prompts
B.1 3D_WITH_TTC

3D_FACTUALITY_SYSTEM_PROMPT_WITH_TTC = """ Given a

conversation and a short answer , verify the

short answer by referencing the conversation.

First , break down the short answer into claims

using the `A Step to Extract Claims ` below.

Next , verify each part of the claim and the

relation between each part of the claim using

`Steps to Evaluate Each Claim ` below.

## A Step to Extract Claims ##

Step 1: Identify claims from the short answer.

Example: "Customer was annoyed about slow

delivery" -> "There was a delivery", "The

delivery was slow", "Customer was annoyed", "

Customer was annoyed specifically about slow

delivery"

## Steps to Evaluate Each Claim ##

Step 2: In each claim , identify words that have

concrete meanings. Example: "There was a

delivery" -> "delivery ". Verify those words by

finding explicit mentions or references. When

a word or a phrase can be interpreted in more

than one way , see if at least one

interpretation can be verified. Example: If a

conversation includes discussions of receiving

email notifications , this verifies one

meaning of "delivery ".
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Step 3: In each claim , identify words that

subjectively describe other words having

concrete meanings. These words often describe

a product or a service. Example: "The delivery

was slow" -> "slow". Verify these words

loosely with the context of the conversation.

Step 4: In each claim , identify words that are

about subjective interpretation of the

conversation. These words often describe

sentiments and emotions from a third -person

point of view. Example: "Customer was annoyed"

-> "annoyed ". Verify these words by finding

minimal implicit evidence. Example: "annoyed"

is verified with implicit evidence reflecting

negative sentiment.

Step 5: In each claim , verify the relation between

words. Focus on verifying the relation

between words , while ignoring the

verifications of the words themselves in this

step. Verify the relation with explicit

evidence or by inferring the reason behind an

action or a message. Example: "Customer was

annoyed specifically about slow delivery" ->

Verify that the source of a customer 's

sentiment was indeed the "slow delivery" while

ignoring the verifications of "slow" and "

annoyed ". If a customer asks about filing a

complaint after discussing slow delivery

without explicitly expressing a negative

sentiment , the customer must have been annoyed

by the slow delivery. This inferred reason

behind the customer 's action verifies the

relation.

## Output Format as JSON ##

claims: list of all the claims generated above in

the mentioned format.

reasoning: A concise summary of the reasoning for

the final answer.

answer: True or False (True if short_answer is

verified; otherwise , False)."""

B.2 3D_NO_TTC

3D_FACTUALITY_SYSTEM_PROMPT_NO_TTC = """ Given a

conversation and a short answer , verify the

short answer by referencing the conversation.

First , break down the short answer into claims

using the `A Step to Extract Claims ` below.

Next , verify each part of the claim and the

relation between each part of the claim using

`Steps to Evaluate Each Claim ` below.

## A Step to Extract Claims ##

Step 1: Identify claims from the short answer.

Example: "Customer was annoyed about slow

delivery" -> "There was a delivery", "The

delivery was slow", "Customer was annoyed", "

Customer was annoyed specifically about slow

delivery"

## Steps to Evaluate Each Claim ##

Step 2: In each claim , identify words that have

concrete meanings. Example: "There was a

delivery" -> "delivery ". Verify those words by

finding explicit mentions or references. When

a word or a phrase can be interpreted in more

than one way , see if at least one

interpretation can be verified. Example: If a

conversation includes discussions of receiving

email notifications , this verifies one

meaning of "delivery ".

Step 3: In each claim , identify words that

subjectively describe other words having

concrete meanings. These words often describe

a product or a service. Example: "The delivery

was slow" -> "slow". Verify these words

loosely with the context of the conversation.

Step 4: In each claim , identify words that are

about subjective interpretation of the

conversation. These words often describe

sentiments and emotions from a third -person

point of view. Example: "Customer was annoyed"

-> "annoyed ". Verify these words by finding

minimal implicit evidence. Example: "annoyed"

is verified with implicit evidence reflecting

negative sentiment.

Step 5: In each claim , verify the relation between

words. Focus on verifying the relation

between words , while ignoring the

verifications of the words themselves in this

step. Verify the relation with explicit

evidence or by inferring the reason behind an

action or a message. Example: "Customer was

annoyed specifically about slow delivery" ->

Verify that the source of a customer 's

sentiment was indeed the "slow delivery" while

ignoring the verifications of "slow" and "

annoyed ". If a customer asks about filing a

complaint after discussing slow delivery

without explicitly expressing a negative

sentiment , the customer must have been annoyed

by the slow delivery. This inferred reason

behind the customer 's action verifies the

relation.

## Output Format as JSON ##

answer: True or False (True if short_answer is

verified; otherwise , False)."""
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B.3 BASIC_WITH_TTC

BASIC_FACTUALITY_SYSTEM_PROMPT_WITH_TTC = """ Given

a conversation and a claim about that

conversation , determine if the claim is

factual , i.e., supported by the conversation.

### Output Format as JSON:

reasoning: A concise summary of the reasoning for

the final answer.

answer: True or False (True if the claim is

factual; otherwise , False)."""

B.4 BASIC_NO_TTC

BASIC_FACTUALITY_SYSTEM_PROMPT_NO_TTC = """ Given a

conversation and a claim about that

conversation , determine if the claim is

factual , i.e., supported by the conversation.

### Output Format as JSON:

answer: True or False (True if claim is factual;

otherwise , False)."""

B.5 User prompt
FACTUALITY_USER_PROMPT = """### Conversation ###

{conversation}

### Short answer ###

{short_answer }"""

B.6 Specifications of XML output format used
with Anthropic models

See https://github.com/cresta/fect/blob/main/scripts/constants/prompts.
py.

C Models

Model Name Model ID Source

gemini-2.5-flash gemini-2.5-flash-preview-04-17 [10]
gemini-2.5-pro gemini-2.5-pro-preview-05-06 [11]

o1 o1-2024-12-17 [28]
o3 o3-2025-04-16 [29]

o4-mini o4-mini-2025-04-16 [29]
claude-sonnet-3.5 anthropic.claude-3-5-sonnet-20240620-v1:0 [2]
claude-sonnet-3.7 anthropic.claude-3-7-sonnet-20250219-v1:0 [3]
claude-sonnet-4 anthropic.claude-sonnet-4-20250514-v1:0 [4]
deepseek-r1 deepseek-r1-basic [9]

gpt-4.1 gpt-4.1-2025-04-14 [23]
gpt-4.1-mini gpt-4.1-mini-2025-04-14 [24]
gpt-4.1-nano gpt-4.1-nano-2025-04-14 [25]

gpt-4o gpt-4o-2024-08-06 [27]
gpt-4o-mini gpt-4o-mini-2024-07-18 [26]

llama4-maverick llama4-maverick-instruct-basic [20]
HallOumi-8B HallOumi-8B [30]

HallOumi-8B-Classifier HallOumi-8B-Classifier [31]

Table 3: Names, IDs and sources of the models tested in our
ablation study.

D Ablation results

Figure 7: Means and 95% CIs of precisions achieved with
reasoning models and non-reasoning models and with
four prompts. Dashed horizontal lines indicate the high-
est precision of 0.96 achieved with GPT-4.1-mini with the
BASIC_WITH_TTC prompt.

Figure 8: Means and 95% CIs of recalls achieved with
reasoning models and non-reasoning models and with
four prompts. Dashed horizontal lines indicate the high-
est recall of 0.92 achieved with Claude-sonnet-3.7 with the
3D_WITH_TTC prompt.

https://github.com/cresta/fect/blob/main/scripts/constants/prompts.py
https://github.com/cresta/fect/blob/main/scripts/constants/prompts.py
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Precision scores (mean ± std)
Model Name BASIC_

NO_
TTC

BASIC_
WITH_
TTC

3D_
NO_
TTC

3D_
WITH_
TTC

claude-sonnet-3.5 0.80 0.67 0.76 0.65
± 0.02 ± 0.01 ± 0.01 ± 0.02

claude-sonnet-3.7 0.75
± 0.02

0.76
± 0.02

0.67
± 0.03

0.61
± 0.02

claude-sonnet-4 0.80
± 0.02

0.78
± 0.02

0.74
± 0.03

0.67
± 0.02

deepseek-r1 0.86
± 0.02

0.84
± 0.02

0.91
± 0.01

0.90
± 0.02

gemini-2.5-flash 0.83
± 0.03

0.81
± 0.02

0.81
± 0.03

0.77
± 0.02

gemini-2.5-pro 0.92
± 0.02

0.90
± 0.02

0.90
± 0.03

0.89
± 0.03

gpt-4.1 0.80
± 0.01

0.85
± 0.02

0.84
± 0.01

0.86
± 0.02

gpt-4.1-mini 0.86
± 0.02

0.96
± 0.01

0.86
± 0.01

0.94
± 0.03

gpt-4.1-nano 0.42
± 0.01

0.51
± 0.06

0.53
± 0.02

0.71
± 0.08

gpt-4o 0.84
± 0.02

0.79
± 0.02

0.84
± 0.03

0.91
± 0.02

gpt-4o-mini 0.61
± 0.02

0.66
± 0.02

0.54
± 0.01

0.92
± 0.03

llama4-maverick 0.77
± 0.00

0.85
± 0.01

0.83
± 0.01

0.92
± 0.03

o1 0.95
± 0.01

0.94
± 0.02

0.88
± 0.01

0.88
± 0.02

o3 0.90
± 0.01

0.90
± 0.02

0.87
± 0.02

0.87
± 0.03

o4-mini 0.89
± 0.03

0.89
± 0.01

0.88
± 0.02

0.85
± 0.02

HallOumi-8B – 0.49
± 0.00

– –

HallOumi-8B-Clf 0.30
± 0.00

– – –

Table 4: Mean and standard deviation of precision scores
across 17 models under 4 prompting modes. Boldfaced scores
indicate the best mean within each prompt mode.

Recall scores (mean ± std)
Model Name BASIC_

NO_
TTC

BASIC_
WITH_
TTC

3D_
NO_
TTC

3D_
WITH_
TTC

claude-sonnet-3.5 0.62
± 0.01

0.72
± 0.02

0.70
± 0.02

0.88
± 0.01

claude-sonnet-3.7 0.92
± 0.01

0.92
± 0.01

0.91
± 0.01

0.92
± 0.02

claude-sonnet-4 0.87
± 0.02

0.87
± 0.01

0.86
± 0.02

0.88
± 0.01

deepseek-r1 0.76
± 0.02

0.78
± 0.02

0.72
± 0.02

0.74
± 0.03

gemini-2.5-flash 0.83
± 0.02

0.83
± 0.02

0.83
± 0.02

0.83
± 0.02

gemini-2.5-pro 0.76
± 0.02

0.77
± 0.02

0.71
± 0.02

0.74
± 0.02

gpt-4.1 0.76
± 0.01

0.78
± 0.01

0.82
± 0.01

0.84
± 0.02

gpt-4.1-mini 0.45
± 0.01

0.41
± 0.03

0.60
± 0.01

0.55
± 0.02

gpt-4.1-nano 0.42
± 0.01

0.20
± 0.02

0.48
± 0.02

0.20
± 0.03

gpt-4o 0.69
± 0.01

0.74
± 0.02

0.76
± 0.01

0.79
± 0.01

gpt-4o-mini 0.46
± 0.02

0.56
± 0.02

0.64
± 0.01

0.40
± 0.03

llama4-maverick 0.65
± 0.01

0.60
± 0.01

0.57
± 0.00

0.53
± 0.03

o1 0.69
± 0.01

0.70
± 0.02

0.83
± 0.02

0.83
± 0.03

o3 0.74
± 0.02

0.76
± 0.02

0.78
± 0.01

0.79
± 0.02

o4-mini 0.72
± 0.02

0.73
± 0.02

0.80
± 0.02

0.78
± 0.02

HallOumi-8B – 0.78
± 0.00

– –

HallOumi-8B-Clf 0.74
± 0.00

– – –

Table 5:Mean and standard deviation of recall scores across 17
models under 4 prompting modes. Boldfaced scores indicate
the best mean within each prompt mode.
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